Big Data Analytics




Good Morning to all Blg Data Analyst
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Agenda

« Deploy Hadoop Distribution

- Reference Architecture

« Spark Intro : A Distributed Processing Engine
« Python Crash Course

« Spark DataFrame Basic (if time permit)



Installation of Hadoop Distribution

O HDP (Hortonworks Data Platform) on your Machine (Using Virtual Box Sandbox)

O CM (Cloudera Manager) on Cloud in Multi-node Cluster (Using GCP)

cloudera
AR

HORTONWORKS"
Ref: http://arifworks/hadoopadmin



http://arif.works/hadoopadmin

What is Reference Architecture

A reference architecture shows which functionality is generally needed in a certain
domain or the solve a certain class of problems. Also, how this functionality is
divided and how information flows between the pieces (called the reference

model).

It then maps this functionality onto software elements and the data flows

between them.




Reference Architecture: High-level functional view

The analysis of ‘big data’ into distinct phases of a sequential processing pipeline:
- Acquisition / Recording,

- Extraction / Cleaning / Annotation,

- Integration / Aggregation / Representation,

- Analysis / Modeling, and

- Interpretation.



Reference Architecture: High-level functional view
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Reference Architecture: High-level functional view

Enterprise Hadoop: Components
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Reference Architecture: Retail (Example)

Hadoop for Retail
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Reference Architecture:

Data Platform
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Modern Data Platform Reference Architecture

Load and Ingest

Stream Datasets
and Real-time

Stream
V=Velocity
IoT devices, sensors, gadgets
(loosely-typed)

JRd=Z

Non-structured
V=Variety
images, video, audio, free text
(no structure)

</>{}

Semi-Structured
V=Volume
csv, logs, json, xml
(loosely-typed)

Relational Databases
(strongly-typed, structured)

Scheduled / event-
triggered data ingestion

A Lambda Architecture
S >
> L
3 Hot Path
3 Real Time
X Analytics
. Event Hubs
Cold Path
¥ History and
3 Trend Analysis
é 3 4
— 3 :
Data Factory Azure Data Lake Gen2

Dashboards

Business User

Stream Analytics

Cognitive Services Analytics

Azure ML

Power Bl Premium

Build and Score
ML models

p=n

Application

v

Databricks Azure Cosmos DB

Fast load Integrate big data
data with scenarios with
Polybase/ traditional data
ParquetDirect warehouse
> —__’ /\7I
Enterprise-grade : | I I

Azure Synapse Analytics

Store

semantic model

Power Bl Premium Analytics

Azure



In summary,

Data Pipeline has five stages:

- Collection
N [\
- Ingestion E} ‘
| L =
- Preparation '
I —

- Computation
Ingestion Preparation Computation Presentation

- Presentation



Big Data Architecture: Open Source Technologies
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Big Data Architecture: Amazon Web Services
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Big Data Architecture: Microsoft Azure
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Big Data Architecture: Google Cloud Platform
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Case Study on Big Data Architecture

Background

A multi-national company ABC provides financial services including investment services and insurance services
using the online platform for financial products transactions. ABC has millions of clients worldwide to use their
services and do online transactions. ABC has thousands of staffs to maintain the platform, serve the clients
requests, collect and use the data to generate insights. However, there are no efficient systems to ingest the data
and transform them into meaningful insights. The profit has dropped among this year and ABC wants to

investigate the reasons from data point of view.



Case Study on Big Data Architecture

Needs and Requirements

ABC has requested to build a data warehouse and data streaming pipeline platform to utilize the data. In

addition, ABC wants to use the data to analyze customer buying behavior trend and recommend them with

personalized products.



Case Study on Big Data Architecture

Data Sources

After consolidating the needs and every kinds of data necessary, we have collected below three types of data:
1. Traditional enterprise data from operational systems related to customer touch points such as:

Q Call centres.

O Branches/Brokerage units.

Q Credit cards.

O Volatility measures that impact the clients’ portfolios.



Case Study on Big Data Architecture

Data Sources

2. Financial business forecasts from various sources such as:
O Industry data.
O Trading data.

O Alerts about events (news, blogs, Twitter and other messaging feeds).



Case Study on Big Data Architecture

Data Sources

3. Other sources of data such as:
O Advertising response data.

QO Social media data.

As far as we know, the data is a category of structured, unstructured and semi-structured data which increased

the difficulty of building the big data system.



Case Study on Big Data Architecture

Key Questions To Think Through

1. What is the business challenge?
2. What is the need for data transactions: real-time vs. batch processing vs. transaction processing?
3. What is the data ingestion / storage challenge?

4. Among big data architecture, what tools and languages will be used?

Let's keep these questions in mind and go through them one by one.



Case Study on Big Data Architecture

What is the business challenge?

ABC is facing the challenge of connecting efficiently with their customers without the prescriptive analytics
platform to visualize their data and provide customer insights in terms of customer buying behaviors and

customer engagement.

ABC also doesn't have a good data ingestion / storage platform and architecture design to make use of their
data. The inability of data modeling / analytics / architecture leads to the potential loss of customer satisfaction

and further loss of their customers from business perspective.



Case Study on Big Data Architecture
What is the business challenge?

In summary, there are three main challenges:
1. Understand the transactions of customer data, financial data and other kinds of data across platforms, design

the big data storage techniques (data formats, data store types and storage tools)

2. Determine data pipeline architecture in terms of real-time vs batch processing, tools and language selection
. Real-time vs batch processing
ii. Tools and language selection

3. Build a machine learning platform to predict:

I. How location impacts customer behavior in order to provide accurate financial products offering

ii. Customer engagement based on their preferences to recommend more attractive business selling



Case Study on Big Data Architecture

What is the need for data transaction: real-time vs. batch processing vs. transaction processing?

To determine which method is the best, we have to understand what each means and best used case.
v' Real-time processing, or streaming processing, means the data can be processed in milliseconds.
v Batch processing is collecting all data at specific time and process all at once in a regular manner.

v Transactional processing, or data store processing, means once data has been processed by streaming or

batch computations, it needs to be stored in a way that can be quickly accessed by a data scientist.



Case Study on Big Data Architecture

What is the need for data transaction: real-time vs. batch processing vs. transaction processing?

Scenario: Given that Twitter data can be used to find reasons on customer dissatisfaction, the DS team wants to

build a pipeline for sentiment analytics.

What type of processing should they choose?



Case Study on Big Data Architecture

What is the data ingestion / storage challenge?

The data described above comes from different sources, e.qg., from databases, log files, online financial
applications, social media networks and offline operational systems. These data are collected in databases, local
disks, and cloud file systems (such as AWS S3) in structured and unstructured formats. We need to collect these

data and integrate it into a data lake, transform and deliver it into a data warehouse.

What storage type to choose?



Case Study on Big Data Architecture

What is the data ingestion / storage challenge?

Scenario 1: User profiles storage

Every user has unique profile data such as user id, name, gender, and other identification attributes, as well as
preferences such as language, time zone, which products the user has access to, and so on. In this case, we
assume that each user has a unique key, and assume that some profiles data are optional to fill in, such as user

age.

The optimal storage will be key-value store or column family store, providing the capability of in-memory

processing. However, if the data is not growing, RDBMS could be an option but not optimal.



Case Study on Big Data Architecture

Among big data architecture, what tools and languages will be used?

There are thousands of tools in the market to evaluate and compare. Can you make a Reference Architecture

with Open Source Ecosystem components?

Just have a look how many ecosystem components are there?

http://bigdata.andreamostosi.name/



http://bigdata.andreamostosi.name/

Case Study (Uber)

Transformation Journey towards Big Data Platform.

Please do read this article.

Uber Eﬂqineermq Blog v Research v Tech Offices v

Uber’s Big Data Platform: 100+ Petabytes with Minute
Latency

https://eng.uber.com/uber-big-data-platform/



https://eng.uber.com/uber-big-data-platform/

