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Trademark   Information  

The  names  and  logos  of  Apache  products  mentioned  in  our  courses,  including  those                          
listed   below,   are   trademarks   of   the   Apache   Software   Foundation.  

● Apache   Hadoop  
● Apache   HBase  
● Apache   Hive  
● Apache   Impala   (incubating)  
● Apache   Kafka  
● Apache   Spark  
● Apache   ZooKeeper  

All  other  product  names,  logos,  and  brands  cited  herein  are  the  property  of  their                            
respective   owners.  
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Overview  

The  purpose  of  this  document  is  to  provide  hands-on  exposure  to  participants  to  setup                            
Big  Data  Engineering  Lab  in  Pseudo-distributed  mode  (Single  Machine  Cluster).  The                      
document  leverages  new  Cloudera  platform  i.e.  Cloudera  Data  Platform  for  deploying                      
HDFS,  YARN,  Hive,  Spark  etc.  on  Google  Cloud  Platform.  This  document  leverages                        
free  credits  of  Google  Cloud  Platform  so  there  is  no  need  to  pay  anything  to  anyone  for                                  
running   labs   till   free   credits   are   available.  

Prerequisites   

1. Must  setup  Google  account  as  mentioned  in  steps  as  documented  in                      
“sign-up-for-google-cloud-platform.pdf”   

2. Execute  below  steps  in  Incognito  mode  using  Google  Account  which  has  been                        
setup   in   Step   1  

3. Knowledge   of   basic   unix   commands   and   familiarity   with   vi   editor   will   be   helpful  

Create   GCP   Instance  

1. Go   to   the   VM   instances  

.  

2. Select   your   project   and   click   Continue.  
3. Click   the   Create   instance   button.  
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4. Specify   a   Name   for   your   first   instance   “center”.  
5. Change   the   Zone   for   this   instance   “asia-south-1-a“   (best   is   to   choose   closest   to  

your   location).  
6. Select   a   Machine   type   for   your   instance.  

4   vCPUs   15   GB   memory.  

 

7. In   the   Boot   disk   section,   click   Change   to   configure   your   boot   disk.  
8. In   the   OS   images   tab,   choose   an   “ CentOS   7 ”   image.  
9. Select   Boot   disk   type    “Standard   persistent   disk”    and   size   should   be    “200GB”  
10.Click   the    “Select”    Button.  
11. In   Access   scopes   Select    “Allow   default   access”  
12. In   Firewall,   choose   below   options  

Allow   HTTP   traffic    and    Allow   HTTPS   traffic .  

13.Click   the   Create   button   to   create   and   start   the   instance.  
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Click   on   ssh   to   open   the   terminal  
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Creating   User  

You   have   to   create   a   user   “training”   and   set   its   password   “password”   

Add   user   in   CentOS,   open   a   terminal  

$    sudo   useradd   training  

 
Assign   a   password   using   passwd   command   and   set   the   password:   “password”  

$    sudo   passwd   training   

 

 

Edit   the   sudoers   file   through   vi   command  

$    sudo   vi   /etc/sudoers  

 
You   have   to   follow   either   of   the   2   options   

1. Add   a   new   highlighted   line   in   this   file   
   training ALL=(ALL) NOPASSWD:   ALL  

 

         2.   Replace   #    %wheel   with   training   in   above   line.   
   

Once   this   is   done,   save   the   file   use   Esc   :wq!  

Set   PasswordAuthen�ca�on   as   yes   and   restart   ssh   daemon  

$    sudo   vi   /etc/ssh/sshd_config  

Uncomment    PasswordAuthentication   yes    and   comment   the    PasswordAuthentication   no  

 

$    sudo   systemctl   restart   sshd.service  
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Configuring   Selinux  

You’ll  have  to  set  Selinux  mode  to “disabled”  by  configuring  selinux  file  located  in                            
/etc/sysconfig   directory.    

Open   the   file   and   make   changes:-  

$    sudo   vi   /etc/sysconfig/selinux  

 
Update   the   following   line:-  

   SELINUX=disabled  
 

 
Save   the   file   and   exit.  

Reboot   the   machine.  

$    sudo   reboot  
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Set   Static   Hostname   and   edit   Network   Configuration  

sudo   hostnamectl    set-hostname    training.io    --static  

 
Now   verify…  

hostname   -f  

 
Create   and   edit   a   file   /usr/sbin/hosts.sh   and   set   it   executable  

sudo   touch   /usr/sbin/hosts .sh  
sudo   chmod    755    /usr/sbin/hosts .sh  
sudo   vi   /usr/sbin/hosts.sh  

 
Paste   the   below   script   in   hosts.sh  

#!/bin/sh  
#  
#   Script   to   determine   the   FQDN   of   a   node   in   GCP   and   update   hosts   file  
#  
sudo   hostnamectl    set -hostname   training.io   --static  
myhost=`hostname   -f`  
ipaddr=`ifconfig   eth0   |   grep    "inet   "    |   grep   -oE  
"\b([0-9]{1,3}\.){3}[0-9]{1,3}\b"    |   head   -1`  
echo     '127.0.0.1       localhost   localhost.localdomain   localhost4  
localhost4.localdomain4'    >   /etc/hosts.latest  
echo     $ipaddr      '    '     $myhost    >>   /etc/hosts.latest  
 
mv   /etc/hosts   /etc/hosts.old  
mv   /etc/hosts.latest   /etc/hosts  

 
Edit   rc.local   to   run   the   hosts.sh   script   at   boot   for   CentOS   7+,   rc.local   is   not   set   as  
executable   by   default!  
 

sudo   chmod   +x   /etc/rc.d/rc. local  
sudo   systemctl    enable    rc- local  
sudo   systemctl   start   rc- local  

 
Add   below   command   inside    /etc/rc.d/rc.local  
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sudo    sh    /usr/sbin/hosts. sh  

 

Network   Configuration  

Using  a  text  editor,  open  the  network  configuration  file  on  every  host  and  set  the  desired                                
network   configuration   for   each   host.   

Check   hostname   using   below   command  

hostname   -f   

 
Copy   hostname   and   paste   in   a   network   configuration   file  

sudo   vi   /etc/sysconfig /network   

 
Modify   the    HOSTNAME    property   to   set   the   fully   qualified   domain   name.   

NETWORKING= yes   
HOSTNAME=<fully.qualified.domain.name>  
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Disabling   the   Firewall  

To  disable  the  firewall  on  each  host  in  your  cluster,  perform  the  following  steps  on  each                                
host.  

For   iptables,   save   the   existing   rule   set:  

sudo   iptables- save    >   ~/firewall.rules  

Disable   the   firewall:  

RHEL   7   compa�ble:  

sudo   systemctl    disable    firewalld  
sudo   systemctl    stop    firewalld  
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Configuring   Oracle   Java  

1. Check   the   current   java   version:-  

$    java   -version  

 
We   can   see   that   there   is   no   OpenJdk   installed  

2. Install   OpenJDK   8   JDK  

To   install    OpenJDK    8   JDK   using   yum,   run   this   command:  

$   sudo   yum   install   java -1.8.0 -openjdk-devel   -y  

 
At   the   confirma�on   prompt,   enter   y   then   RETURN   to   con�nue   with   the   installa�on.  

3. Now   re-check   the   java   version.  

$    java   -version  

 

 

4. Set   JAVA_HOME   variable   and   append   to   the   PATH  

$     echo     $JAVA_HOME  
$     export  
JAVA_HOME=/usr/lib/jvm/java-1.8.0-openjdk-1.8.0.171-8.b10.el7_5.x86_64  
$     export    PATH= $PATH : $JAVA_HOME  
$     echo     $JAVA_HOME  
$     echo     $PATH  

 

Note:    Please   specify   the   path   of   JAVA_HOME   as   per   your   version. 	
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Installing   Server  

1. Install   the   h�pd   daemon   and   restart  

$    sudo   yum   install   httpd   -y  

 

 

$    sudo   systemctl   start   httpd.service   

 
Check   Status  

$    sudo   systemctl   status   httpd.service   

 

$    sudo   systemctl    enable    httpd.service  
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Configure   Swappiness   and   Installing   NTP  

Configure   VM   Swappiness  

$    sudo   vi   /etc/sysctl.conf  

Add   this   line:  		vm.swappiness=0		

 

Reboot   the   machine    to   make   the   changes   effec�ve  
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Install   the   ntp   package  

$   sudo   yum   install    ntp    -y  

 
Start   the   service   and   verify   its   status.  

$    sudo   systemctl   start   ntpd.service   
$    sudo   systemctl   status   ntpd.service   

 

 

Ensure   that   the   service   starts   automa�cally   on   reboot.   

$    sudo   systemctl    enable    ntpd.service  
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Configuring   MySQL   

Install   MySQL  

Download   and   add   the   repository,   then   update.  

$    sudo   yum   install   wget   -y  
$    wget   http://repo.mysql.com/mysql-community-release-el7-5.noarch.rpm  
$    sudo   rpm   -ivh   mysql-community-release-el7-5.noarch.rpm  

 

$    sudo   yum   update   -y  

 
Install   MySQL   as   usual   and   start   the   service.   During   installa�on,   you   will   be   asked   if   you   want   to  
accept   the   results   from   the   rpm   file’s   GPG   verifica�on.   If   no   error   or   mismatch   occurs,   enter    y .  

$    sudo   yum   install   mysql-server   -y  

 
Start   the   mysql   Daemon  

$    sudo   systemctl   start   mysqld  

	
Ensure			that			daemon			stays			active			even			after			reboot			

$    sudo   systemctl    enable    mysqld  

 
Installing   mySQL   JDBC   driver  

$   sudo   yum    install    mysql-connector- java    -y  
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Configure   the   External   Database  

1. Run   the   Script   

Service  Database  User  

Cloudera   Manager   Server   scm   scmuser  

Activity   Monitor   amon   amonuser  

Reports   Manager   rman   rmanuser  

Hue   hue   hueuser  

Hive   Metastore   Server   metastore   hiveuser  

Oozie   oozie   oozieuser  

Data   Analytics   Studio   das   dasuser  

Ranger   ranger   rangeradmin  

 

$   vi   mysql-setup.sql  
 
CREATE    DATABASE   scm    DEFAULT    CHARACTER    SET    utf8;  
GRANT   ALL    on    scm.*    TO     'scmuser' @ '%'    IDENTIFIED    BY     'password' ;  
CREATE    DATABASE   metastore    DEFAULT    CHARACTER    SET    utf8;  
GRANT   ALL    on    metastore.*    TO     'hiveuser' @ '%'    IDENTIFIED    BY     'password' ;  
CREATE    DATABASE   amon    DEFAULT    CHARACTER    SET    utf8;  
GRANT   ALL    on    amon.*    TO     'amonuser' @ '%'    IDENTIFIED    BY     'password' ;  
CREATE    DATABASE   rman    DEFAULT    CHARACTER    SET    utf8;  
GRANT   ALL    on    rman.*    TO     'rmanuser' @ '%'    IDENTIFIED    BY     'password' ;  
CREATE    DATABASE   hue    DEFAULT    CHARACTER    SET    utf8;  
GRANT   ALL    on    hue.*    TO     'hueuser' @ '%'    IDENTIFIED    BY     'password' ;  
CREATE    DATABASE   oozie    DEFAULT    CHARACTER    SET    utf8;  
GRANT   ALL    on    oozie.*    TO     'oozieuser' @ '%'    IDENTIFIED    BY     'password' ;  
CREATE    DATABASE   das    DEFAULT    CHARACTER    SET    utf8;  
GRANT   ALL    on    das.*    TO     'dasuser' @ '%'    IDENTIFIED    BY     'password' ;  
CREATE    DATABASE   ranger    DEFAULT    CHARACTER    SET    utf8;  
GRANT   ALL    on    ranger.*    TO     'rangeradmin' @ '%'    IDENTIFIED    BY     'password' ;  
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$    mysql   -u   root   <   mysql-setup.sql  
$    sudo   /usr/bin/mysql_secure_installation  

 

 

Set   Password:   password  

Note:    There   is   no   current   password   for   root   in   mysql   so   simply   press   Enter  
without   entering   password  

2. Open   the   mysql   Shell   

$    mysql   -u   root   -p  

 
Enter   the   password:   “password”  

 

mysql   >    show    databases ;  

 
To   exit   the   Shell  

mysql   >    exit ;  
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Set   Firewall   rule   on   GCP  

Click   on   VPC   network   then   click   on   Firewall   rules  

1. Go   to   the    FIREWALL   RULES   PAGE    page.  

 

2. Click   Create   a   firewall   rule.    

3. Populate   the   following   fields:  

Name:   hadoop  

Source   filter:   IP   ranges.  

Source   IP   ranges:   The   peer   network's   IP   address   ranges   to   accept   from   the   peer  

VPN   gateway.  

4. Assign   you   IP   in   Source   IP   ranges:  
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5. Specific   port:   tcp:   7180  
 

Click   Create.  
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Cloudera   Data   Platform   Installation  

Installation   instructions:    Execute   below   instructions   on   Terminal   to   begin   an   automated  
CDP   installation.  
  

$    wget   https://archive.cloudera.com/cm7/7.1.3/cloudera-manager-installer.bin  
  
$    chmod   u+x   cloudera-manager-installer.bin  
  
$    sudo   ./cloudera-manager-installer.bin  
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Working   with   Cloudera   Manager   

1. Start   Cloudera   Manager   Server:  

sudo   systemctl    status    cloudera-scm- server  

Note:    If   it’s   not   running   then   execute   the   below   command   to   run   the  
cloudera-scm-server  
 
sudo   systemctl    start    cloudera-scm- server  

2. In   a   web   browser,   go   to    http://<server_host>:7180 ,   where   <server_host>   is   the  
FQDN   or   IP   address   of   the   host   where   the   Cloudera   Manager   Server   is   running.  

Note:  If  “Unable  to  Connect”  message  appears,  it  means  that  the  Cloudera                        
Manager  server  has  not  yet  fully  started.  Wait  for  a  few  seconds,  and  then                            
attempt   to   connect   again.   

3. Log   into   Cloudera   Manager   Admin   Console.   The   default   credentials   are:  
Username:    admin  
Password:    admin  
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Select   Edition  

On   the   Select   Edition   page,   you   can   select   the   edition   of   Cloudera   Manager   to   install  
and,   optionally,   install   a   license:  

1. Choose   which   edition   to   install:  

a. Cloudera   Data   Platform   -   Data   Center   Edition   Trial,   which   does   not   require  

a   license   file,   but   expires   after   60   days.  

b. Cloudera   Data   Platform   Data   Center   Edition  

2. If   you   choose   the   CDP   Data   Center   Edition   Trial,   you   can   upgrade   the   license   at  

a   later   time.  

3. Accept   the   License  

4. Click   Continue   to   proceed   with   the   installation.  

 

Welcome   (Add   Cluster   -   Installation)  

The   Welcome   page   of   the   Add   Cluster   -   Installation   wizard   provides   a   brief   overview   of  
the   installation   and   configuration   procedure,   as   well   as   some   links   to   relevant  
documentation.  

Click   Continue   to   proceed   with   the   installation.  
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Cluster   Basics  

The   Cluster   Basics   page   allows   you   to   specify   the   Cluster   Name.  

Enter   a   cluster   name   and   then   click   Continue.  
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Specify   Hosts  

Choose   which   hosts   will   run   Runtime   and   other   managed   services.  

1. The    “Specify   hosts”    page   appears.   Type   the   hostnames   of   a   machine:   and  
Click   Search.   

2. Click   Continue.  

 

Select   Repository  

The   Select   Repository   page   allows   you   to   specify   repositories   for   Cloudera   Manager  
Agent   and   CDH   and   other   software.  

In   the   Cloudera   Manager   Agent   section:  

1. Select   either   Public   Cloudera   Repository   or   Custom   Repository   for   the   Cloudera  
Manager   Agent   software.  

2. If   you   select   Custom   Repository,   do   not   include   the   operating   system-specific  
paths   in   the   URL.   For   instructions   on   setting   up   a   custom   repository,   see  
Configuring   a   Local   Package   Repository.  
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Click   Continue.  

Accept   JDK   License  

Select    Install   a   system-provided   version   of   OpenJDK  

 

Click   Continue.  
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Enter   Login   Credentials  

1. Select   Another   user   and   enter   the   username   for   an   account   that   has  
password-less   sudo   privileges.  

Another   user:    training  
Password:    password  

 

2. Click   Continue.  

Install   Agents  

The  Install  Agents  page  displays  the  progress  of  the  installation.  You  can  click  on  the                              
Details  link  for  any  host  to  view  the  installation  log.  If  the  installation  is  stalled,  you  can                                  
click  the  Abort  Installation  button  to  cancel  the  installation  and  then  view  the                          
installation   logs   to   troubleshoot   the   problem.  

If  the  installation  fails  on  any  hosts,  you  can  click  the  Retry  Failed  Hosts  to  retry  all                                  
failed   hosts,   or   you   can   click   the   Retry   link   on   a   specific   host.  
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After   installing   the   Cloudera   Manager   Agent   on   all   hosts,   click   Continue.  

Install   Parcels  

After   the   parcels   are   downloaded,   progress   bars   appear   representing   each   cluster   host.  
You   can   click   on   an   individual   progress   bar   for   details   about   that   host.  

©   Copyright   protected   -   All   rights   are   reserved                               29  



 

 

After   the   installation   is   complete,   click   Continue.  

Inspect   Cluster  

The   Inspect   Cluster   page   provides   a   tool   for   inspecting   network   performance   as   well   as  
the   Host   Inspector   to   search   for   common   configuration   problems.   Cloudera  
recommends   that   you   run   the   inspectors   sequentially:  

1. Run   the   Inspect   Network   Performance   tool.  
2. After   the   network   inspector   completes,   click   Show   Inspector   Results   to   view   the  

results   in   a   new   tab.  
3. Address   any   reported   issues,   and   click   Run   Again   (if   applicable).  
4. Click   Inspect   Hosts   to   run   the   Host   Inspector   utility.  
5. After   the   host   inspector   completes,   click   Show   Inspector   Results   to   view   the  

results   in   a   new   tab.  
6. Address   any   reported   issues,   and   click   Run   Again   (if   applicable).  

If   the   reported   issues   cannot   be   resolved   in   a   timely   manner,   then   select   the   radio  
button   labeled   I   understand   the   risks,   let   me   continue   with   cluster   creation,   and   then  
click   Continue.  

This   completes   the   Cluster   Installation   wizard   and   launches   the   Add   Cluster   -  
Configuration   wizard.  
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Set   Up   a   Cluster  

Select   Services  

The   Select   Services   page   allows   you   to   select   the   services   you   want   to   install   and  
configure.  

You   can   choose   from:  

Data   Engineering  

HDFS,   YARN,   YARN   Queue   Manager,   Ranger,   Atlas,   Hive,   Hive   on   Tez,   Spark,   Oozie,  
Zeppelin,   Livy,   and   Hue  

Data   Mart  

HDFS,   YARN,   YARN   Queue   Manager,   Ranger,   Atlas,   Hive,   Impala,   and   Hue  

Operational   Database  

HDFS,   Ranger,   Atlas,   and   HBASE  

Custom   Services  

Choose   your   own   services.   Services   required   by   chosen   services   will   automatically   be  
included.  

 

Click   on   custom   services   and   select   your   own   services  
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After   selecting   the   services   you   want   to   add,   click   Continue.   The   Assign   Roles   page  
displays.  

Customize   Role   Setups   for   the   Cluster  

HDFS :   
NameNode:   datacouch.training.io  
Balancer:   datacouch.training.io  
Datanode:   All   Host  

Cloudera   Management   Service:  
Service   Monitor:   datacouch.training.io  
Ac�vity   Monitor:   datacouch.training.io  
Host   Monitor:   datacouch.training.io  
Reports   Manager:   datacouch.training.io  
Event   Server:   datacouch.training.io  
Alert   Publisher:   datacouch.training.io  

YARN :  
ResourceManager:   datacouch.training.io  
Job   History   Server:   datacouch.training.io  
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Assign   Roles  

The   Assign   Roles   page   suggests   role   assignments   for   the   hosts   in   your   cluster.  

You   can   click   on   the   hostname   for   a   role   to   select   a   different   host.   You   can   also   click  
the   View   By   Host   button   to   see   all   the   roles   assigned   to   a   host.  

 

 

 

Click   on   each   service   and   select   the   host.   After   assigning   all   of   the   roles   for   your  
services,   click   Continue.  

Setup   Database  

On   the   Setup   Database   page,   you   can   enter   the   database   hosts,   names,   usernames,  
and   passwords   you   created.  

Select   the   database   type   and   enter   the   database   name,   username,   and   password   for  
each   service.  
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Click   Test   Connection   to   validate   the   settings.   If   the   connection   is   successful,   a   green  
checkmark   and   the   word   Successful   appears   next   to   each   service.   If   there   are   any  
problems,   the   error   is   reported   next   to   the   service   that   failed   to   connect.  

After   verifying   that   each   connection   is   successful,   click   Continue.  
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Yarn   Queue   Manager  

In   Yarn   Queue   Manager,   in   section   “ Enter   the   Required   Parameter”    specify   username  
and   password  

queuemanager_cm_api_client_login_name:    admin  

queuemanager_cm_api_client_login_password:    admin  

 

Click   Continue.  

In   Review   Changes  

Host   Monitor   Storage   Directory:-   /var/ log /cloudera-host-monitor  

Service   Monitor   Storage   Directory:-   /var/ log /cloudera-service-monitor  
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As   the   hdfs   user,   create   a   home   directory   for   the   training   user   on   HDFS   and   give   the  
training   user   ownership   of   it’s   home   directory.  

$    sudo   -u   hdfs   hdfs   dfs   -mkdir   -p   /user/training/  
$    sudo   -u   hdfs   hdfs   dfs   -chown   training   /user/training  
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Testing   Your   Hadoop   Installation  

You  will  now  test  the  Hadoop  installation  in center machine  by  uploading  some  data                            
from   local   machine.  
 

1. Git   clone    “hadoop-admin”    file  

$    sudo   yum   install   git   -y   
$    git    clone    https://github.com/datacouch16/hadoop-admin.git  

 
2. Upload    hadoop-admin/data/sherlock.txt    /   in   HDFS.  

$     cd    hadoop-admin/data  
$    hdfs   dfs   -mkdir   data/  
$    hdfs   dfs   -put   sherlock.txt   data/  

 
3. Verify   that   the   file   is   now   in   HDFS.  

In   Cloudera   Manager   choose   Clusters   >   HDFS.   Then   click   on   File   Browser.  
Browse   into   tmp   and   confirm   that   sherlock.txt   appears.  

 

$   hdfs   dfs   -ls    data /  
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Hands-On-Exercise:   Installing   Hive  

 
1. From  the  Cloudera  Manager  Home  page,  select  the  ‘Add  a  Service’  menu  option                          

from   the   drop-down   menu   to   the   right   of   Cluster   Name.  
 

The   Add   Service   Wizard   appears.  

 

2. Select   the   Hive   Service  
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3. Select   dependencies   and   click   on   continue.   

 

4. Choose   center   machine   for   your   Gateway,   Hive   MetaStore   and   HiveServer2.  

Gateway:   datacouch.training.io  
Hive   Metastore   Server:   datacouch.training.io  
Hive   Server2:   datacouch.training.io  

	

 
 

5. Configure   and   test   database   connection  
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Select   the   database   type   and   enter   the   database   name,   username,   and  
password   for   each   service.  

 

 

 

Click   Test   Connection   to   validate   the   settings.   If   the   connection   is   successful,   a  
green   checkmark   and   the   word   Successful   appears   next   to   each   service.   If   there  
are   any   problems,   the   error   is   reported   next   to   the   service   that   failed   to   connect.  

After   verifying   that   each   connection   is   successful,   click   Continue.  

6. After   testing   the   connection   click   Continue  

Mention  the  Hive  Warehouse  Directory  and  the  Hive  Metastore  Port  Number  and                        
Click   Continue  
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©   Copyright   protected   -   All   rights   are   reserved                               41  



 

Hands-On-Exercise:   Installing   Tez  

 
1. From  the  Cloudera  Manager  Home  page,  select  the  ‘Add  a  Service’  menu  option                          

from   the   drop-down   menu   to   the   right   of   Cluster   Name.  
 

The   Add   Service   Wizard   appears.  

 

2. Select   the   Tez   Service  

 

3. Customize   Roles   Setup   for   the   Cluster  

Tez:  

Gateway:   datacouch.training.io  
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Hands-On-Exercise:   Installing   Hive   on   Tez  

1. From  the  Cloudera  Manager  Home  page,  select  the  ‘Add  a  Service’  menu  option                          
from   the   drop-down   menu   to   the   right   of   Cluster   Name.  

The   Add   Service   Wizard   appears.  

 

2. Select   the   Hive   on   Tez   Service  

 

3. Customize   Roles   Setup   for   the   Cluster  

Hive   on   Tez:  
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HiveServer2:   datacouch.training.io  
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Hive   Validation  

Step   1   :   Invoke   Hive   shell  

$    hive  

 
Step   2   :   Create   a   Database  

hive>    CREATE     DATABASE    userdb;  

 

 

Step   3   :   Verify   an   existing   Databases   

hive>    SHOW    DATABASES ;  

 

 

Step   4   :   Drop   Database  

hive>    DROP     DATABASE    userdb;  

 

 

Step   5   :   Create   Table  

hive>   CREATE    EXTERNAL    TABLE   EMPLOYEE   (EID    String ,    NAME     String ,   SALARY  
String ,Designation    String )  
  ROW   FORMAT   DELIMITED  
  FIELDS   TERMINATED   BY    ','  
   STORED     AS    TEXTFILE;  
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Verify   the   tables   has   been   created  

hive>    SHOW    TABLES ;  
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Hands-On-Exercise:   Deploying   Spark   2.4   

1. From  the  Cloudera  Manager  Home  page,  select  the  ‘Add  a  Service’  menu  option                          
from   the   drop-down   menu   to   the   right   of   Cluster   Name.  

 
The   Add   Service   Wizard   appears.  

 

2. Select   Spark   and   Continue  
 

 
3. Customize   Role   Assignments  

Spark   History   server:    datacouch.training.io  
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Spark   Gateway:    datacouch.training.io  

 

4. Use   default   settings   click   on   continue  
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5. Click   Restart   Stale   Services.  
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Before   Running   pyspark2  

Set:  

1. Click   on   search   box  

Set    “yarn.scheduler.maximum-allocation-mb”   10   GB    then   click   on   save  

 

Restart   stale   service   

Set    “yarn.nodemanager.resource.memory-mb”    10   GB    then   click   on   save  

 

Restart   stale   service   
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Running   Job   on   Apache   Spark2  

1. Upload    sherlock.txt    in    ~/hadoop-admin/data    to   HDFS  

$    hdfs   dfs   - put    sherlock.txt   /user/training/  

 
2. Open   the   spark   shell  

$   pyspark   -- master     yarn  

 
3. Making   RDD   from   the   textFile  

>> >   avglens   =   sc.textFile( "sherlock.txt" )  
>> >   avglens  

 
 
>> >   avglensFM   =   avglens.flatMap(lambda   line   :   line.split())  
>> >   avglensFM  

 

>>>   avglensMap   =   avglensFM. map (lambda    word :   ( word [ 0 ],   len( word )))  
>>>   avglensMap  

 
 

>> >   avglensGrp   =   avglensMap.groupByKey( 2 )  
>>>    avglensGrp  

 

 

>>>avglensGMap   =   avglensGrp. map ( lambda    (k,    values ):   (k,  
sum ( values )/len( values )))  

©   Copyright   protected   -   All   rights   are   reserved                               52  



 

>>>avglensGMap  
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Hands-On-Exercise:   Installing   Kafka  

1. From  the  Cloudera  Manager  Home  page,  select  the  ‘Add  a  Service’  menu  option                          
from   the   drop-down   menu   to   the   right   of   Cluster   Name.  

 
The   Add   Service   Wizard   appears.  

 

2. Select   Kafka   and   Continue  
 

 
3. Select   No   Optional   Dependencies  
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4. Customize   Role   Assignments  

Kafka  

Kafka   Broker:   datacouch.training.io  
Gateway:   datacouch.training.io  

 

5. Set   Java   Heap   Size   of   Broker   2   GB  
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Kafka   Validation   

This   section   describes   ways   you   can   use   Kafka   tools   for   data   capture   for   analysis.  
 

kafka - topics     -- create     -- zookeeper     datacouch . training . io:2181/kafka  
-- replication - factor     1     -- partitions     1     -- topic     test  

 
Let's   create   a   topic   named   "test"   with   a   single   partition   and   only   one   replica:  

kafka-topics     --list     --zookeeper     datacouch .training.io :2181/kafka  

   
kafka-console-producer  
Read   data   from   standard   output   and   write   it   to   a   Kafka   topic.   For   example:  
  

kafka-console-producer     --broker-list     datacouch .training.io :9092    --topic  
test  

 
Kafka   also   has   a   command   line   consumer   that   will   dump   out   messages   to   standard   output.  

kafka - console - consumer     -- bootstrap - server     datacouch . training . io:9092  
-- topic     test     -- from - beginning  
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Hands-On-Exercise:   Installing   Impala  

1. From  the  Cloudera  Manager  Home  page,  select  the  ‘Add  a  Service’  menu  option                          
from   the   drop-down   menu   to   the   right   of   Cluster   Name.  

 
The   Add   Service   Wizard   appears.  

 

2. Select   Impala   and   Continue  
 

 
 

6. Customize   Role   Assignments  

Impala  

Impala   SateStore:   datacouch.training.io  
Impala   Catalog   Server:datacouch.training.io  
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Impala   Daemon:datacouch.training.io  
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7. Restart   Stale   Configuration  
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Common   Warnings   and   Errors  

 
1. Click   on   Suppress...    Network   Interface   Speed  

 

2. Click   on   Suppress...    Hive   Metastore   Canary  

 

3. Change   the   property   of    server_host    inside  
/etc/cloudera-scm-agent/config.ini   

sudo   vi   /etc/cloudera-scm-agent/config .ini   

 
Enter   the   hostname   of   your   machine.  

Restart   stale   service   

©   Copyright   protected   -   All   rights   are   reserved                               61  



 

References  

1. https://www.cloudera.com/documentation/enterprise/latest/topics/cm_ig_mysql 
.html#cmig_topic_5_5_3  

2. https://docs.cloudera.com/cdpdc/7.0/installation/topics/cdpdc-installation.html  
 
 

©   Copyright   protected   -   All   rights   are   reserved                               62  

https://www.cloudera.com/documentation/enterprise/latest/topics/cm_ig_mysql.html#cmig_topic_5_5_3
https://www.cloudera.com/documentation/enterprise/latest/topics/cm_ig_mysql.html#cmig_topic_5_5_3
https://docs.cloudera.com/cdpdc/7.0/installation/topics/cdpdc-installation.html

