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What is Data Science?

Apply Scientific Methods to extract Knowledge from Data.
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Data
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Both Structured and Unstructured Data
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Scientific Methods
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T J Statistics

Designed for inference about the
relationships between variables
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&) Machine

Learning

~

Designed to make the most
accurate predictions possible
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Artificial
Intelligence

Designed to mimic human
behavior using ML and Deep
Learning
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Machine

Learning

J

Machine (computer) tries to find the pattern (self-learn) from the data without being

explicitly programmed.
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When we need to apply
Machine Learning

?

Analysis = Analytics



When we need to apply
Machine Learning
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explain the previous trends like,
PowerBlI, Tableau, Qlikview etc.
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How? Why?




When we need to apply
Machine Learning

Analytics

—
Future

Explore potential future events

-
oﬁ ML/Al

~

We can use different language
packages and framework to

implement ML/AI model.
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Business Analytics

Descriptive Diagnostic Predictive Prescriptive
Explains what Explains why it Forecasts what Recommends an
happened. happened. might happen. action based on

the forecast.



Business Analytics

A\~

Descriptive Diagnostic Predictive Prescriptive
What has happened? Why did it happen? -~ What will happen next? What should | do?

Looking back Looking forward



Types of Machine Learning

Un-Supervised

Supervised

Reinforcement




Supervised Learning

Supervised learning is a method used to enable machines to classify/ predict objects,
problems or situations based on labeled data fed to the machine

Labeled Data
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Unsupervised Learning

In Unsupervised learning, Machine Learning model finds the hidden pattern in an unlabeled data

Unlabled Data

Model Training
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Reinforcement Learning

Reinforcement learning is an important type of Machine Learning where an agent learns how to behave in
an environment by performing actions and seeing the results

Environment




Types of Machine Learning

Classification Regression

* Fraud Detection * Weather
Forecasting Supervised
Learning

* Email Spam

Detection * Risk Assessment Machine

Learning
* Image Classification * Score Prediction
: . Reinforcement
Categorlcal Numeﬂcal Learning




Types of Machine Learning

Supervised learning, algorithms are trained using marked data, where the input and the
output are known.

ID Clump UnifSize UnifShape| MargAdh SingEpiSize BareNuc BlandChrom NormNucl Mit| Class
1000025 5 1 1 1 2 1 3 1 1 benign
1002945 S 4 4 5 7 10 3 2 1 benign
1015425 3 1 1 1 2 2 3 1 1 |malignant
1016277 6 8 8 1 3 3 7 1 benign
1017023 4 1 1 3 2 1 3 1 1 | benign []'30s
1017122| 8 10 10 8 7 10 7 1 |malignant
1018099 1 1 1 1 2 10 3 1 1 benign
1018561 2 1 2 H 2 1 3 1 1 benign
1033078 2 1 1 1 2 1 1 1 5 benign
1033078 4 2 1 1 2 1 2 1 1 benign

£ Set of inputs ~ [ Features ] / [ Independent Variables ] /[ X ]

o Outputs ~ [ Labels ] / [ Dependent Variables ] / [ Y ]



Types of Machine Learning

UserID Gender
15624510 Male
15810944 Male
15668575 Female
15603246 Female
15804002 Male
15728773 Male
15598044 Female
15694829 Female
15600575 Male
15727311 Female
15570769 Female
15606274 Female
15746139 Male
15704987 Male
15628972 Male
15697686 Male
15733883 Male

Age Salary
19
35
26
27
15
27
27
32
25
35
26
26
20
32
18
29
a7

Purchased
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10.69261758
13.59184184
17.70494885
20.95430404

22.9278274
24,04233986
24.41475295
23.93361956
22.68800023
20.56425726
17.764003559
11.25680746
14.37810685
18.45114201
22.54895853
24,23155922

Temperature Pressure

986.882013
987.8723248
988.1119385
987.85003660
94 /.2833862
986.2907104
985.2338867
984.8914795
984.8461304
584.8380737
985.426205835
988.9350397
989.68154538
990.2960205
989.9562988

988.790875

24.19337313

48.0645839
39.11965597
30.66273218
20.067234.23
23.46918024
22,25082295
22.35178837

23.7538641
27.07867344
33.54300114
23.74139303
40.70854681
30.85038484
22,81738811
19.74790765

Relative Humidity Wind Direction

135.7150873
189.2951202
192,9273834
202.0752869
210.6585203
221.1188507
233.7911987
244.3504333
253.0864716
264.5071106
280.7827454
68.154060306
72.620659702
71.70604706
44.66042709
318.3214111

Wind Speed

3.2785971106
2.903167767
2.973036289
2.965289593
2. 798230886
2.627005816
24458749781
2454271793
2.418341875
2.318677425
2.343950987
1.630151426
1.553465856
1.005017161
0.264133632
0.329656571

Figure A: CLASSIFICATION

Figure B: REGRESSION



Types of Machine Learning

Classification

* Fraud Detection

* Email Spam
Detection

* Image Classification

Regression

Weather
Forecasting

Risk Assessment

Score Prediction

Supervised
Learning

Machine
Learning

Reinforcement
Learning

Association

Market Basket
Analysis

Text Mining

Face Recognition

Clustering

Medical Research

City Planning

Targeted Marketing



Types of Machine Learning

Customer Id Age Edu Years Employed Income Card Debt Other Debt Address DebtincomeRatio
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41
47
33
29

47
40
38
42
26
47
44
34
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6
26
10

4
31
23

4

0

5
23

8

9

19
100
57
19
253

81
56
64
18
115

88
40

0.124
4582
6.111
0.681
9.308
0.998
0.442
0.279
0.575
0.653
0.285
0.374

1.073 NBADO1
8.218 NBAD21
5.802 NBAD13
0.516 NBADO9
8.908 NBADOS
7.831 NBAD16
0.454 NBAD13
3.945 NBADO9
2.215 NBADOG
3.947 NBAD11
5.083 NBAD10O
0.266 NBADO3

6.3
12.8
209

6.3

7.2
109

16

6.6
155

4

6.1

16

unlabeled

A



Types of Machine Learning

Supervised

Vs

Unsupervised
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Find hidden
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Types of Machine Learning

Classification

* Fraud Detection

* Emall Spam
Detection

* Image Classification

Regression

Weather
Forecasting

Risk Assessment

Score Prediction

Supervised
Learning

Machine
Learning

Reinforcement
Leaming

Reinforcement Learning

Gaming
Robot Navigation
Stock Trading

Assembly Line Processes

Association

Market Basket
Analysis

Text Mining

Face Recognition

Clustering

Medical Research

City Planning

Targeted Marketing



Processing Steps for Machine Learning

Define Objective

Deploy Collect Data
Predict Prepare Data
Test Model Select Algorithm

Train Model




Recommender System
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A recommender system predicts users’ interests
and recommends products that the users
may be interested in.



Recommender System (Gather Data)

o Implicit search Other source
Explicit ratings engine queries of knowledge
that users and purchase about the
provide histories users/items




Recommender System

Recommender system is an information-filtering
"""""""""" technique that provides users with recommendations
for which they might be interested in.




Recommender System
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Recommender System : Solutions

Which websites will you find @ ' Which digital camera should you buy?
interesting?

Which book should you buy for your
next vacation?

Which degree and university are
best for your future?

Which is the best investment for
supporting the education of
your children?

What is the best holiday for you and
your family?




Recommender System

Frequently Bought Together

Total price: $83.09
Add both to Cart

+ v
) Add both to List

_‘: .

£ This item: Structure and Interpretation of Computer Programs - 2nd Edition (MIT Electrical Engineering and... by Harokd Abelson Paperback $50.50

& The Pragmatic Programmer: From Journeyman to Master by Andrew Hunt Paperback $32.59

Customers Who Bought This Item Also Bought

The Litthe Prover

[ata Structures

RN
[aN
~ ALGORITHMS

$66.32




Association Rule Mining

Association rule mining uses machine learning models to analyze data for patterns or co-occurrence in a database
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Each transaction is Association rule finds It identifies frequent It is most commonly
considered all rules that correlate patterns. used for market
to be a list of items. the presence of one basket analysis.

set of items with that
of another set of items.



Association Rule (How to create)

EY N

Searching data for Using the criteria ~ Identifying the most
frequent if-then patterns support important relationships.




Association Rule ( Performance Measure)

e Indicates how frequently the items appear in the data

O @

i J‘ ® Provides fraction of transactions that contain X and Y
% v v ® Formula = No. of times item X occurred / Total
o 8% number of transactions = P (XUY)) = 0’(.\' \J \)
= \

N

A



Association Rule ( Performance Measure)

@ Indicates the number of times the if-then statements
are found true

Confidence

® |ndicates how often X and Y occur together, given
the no. of times X occurs

® Formula = No. of times X and Y occurred /
Total occurrence of X=Pr (Y | X) = a(xuUy)

o(x)




Association Rule ( Performance Measure)

e Compare the actual confidence with the expected
confidence

® |ndicates the strength of a rule over the random
co-occurrence of Xand Y

e Formula = No. of times item X and Y occurred /
Total occurrence of X multiplied by Total
occurrence of Y= o(xuUy)

o(x)xa(y)




Association Rule ( Apriori Algorithm)

The remaining

Create itemsets This large itemset itemsets are
using the large is joined with itself Each generated the candidates.
itemsets of the to generate all itemset with a

previous pass. itemsets with a subset that is

size larger by one. not large is deleted.




Association Rule ( Apriori Algorithm)

\/ Uses frequent itemsets to generate association rules

\/ Support value of frequent itemsets is greater
than the threshold value

“\;Z
e

The algorithm reduces the number of candidates
being considered by only exploring the itemsets whose
support count is greater than the minimum support count.



ARL

Movies liked

46578 Moviel, Movie2, Movie3, Movie4
98989 Moviel, MovieZ2
T1527 Moviel, Movie2, Movie4
78981 Moviel, MovieZ2
89192 Movie2, Movie4
61557 Moviel, Movie3
MovieT I:'> Movie2
Potential Rules: Movie2 :> Movie4
Moviel |:"> Movie3




ARL

Transaction ID Products purchased

46578 Burgers, French Fries, Vegetables
98989 Burgers, French Fries, Ketchup
1527 Vegetables, Fruits
78981 Pasta, Fruits, Butter, Vegetables
89192 Burgers, Pasta, French Fries
61557 Fruits, Orange Juice, Vegetables
87923 Burgers, French Fries, Ketchup, Mayo
Burgers I:> French Fries
Potential Rules: Vegetables |:"> Fruits
Burgers, French Fries |:> Ketchup




How Apriori Algorithm Works - Support

Movie Recommendation:  support(M) =

# user watchlists containing M

# user watchlists

Market Basket Optimisation: support(/) =

# transactions containing /

# transactions




How Apriori Algorithm Works - Support
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How Apriori Algorithm Works - Support




How Apriori Algorithm Works - Support
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How Apriori Algorithm Works - Confidence

# user watchlists containing My and My

Movie Recommendation:  confidence(M; — Mp) = 2 T Ry
user watcCillsts contalning 1

L t ti taining / d /
Market Basket Optimisation:  confidence(hh — h) = # transactions containing h and b

# transactions containing h




How Apriori Algorlthm Works - Confidence
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How Apriori Algorithm Works - Confidence

olor people Seen Movie Interstellar. Out of 40, seven (7) people also

YEYEYRYRYIYICIRYIOIEY,




How Apriori Algorithm Works - Confidence

Green Color people Seen Movie Interstellar. Out of 40, seven (7) people also see Ex Machina

O 101




How Apriori Algorithm Works -

Lift

fid M M
Movie Recommendation: lift(My — Mp) = confidence(My — M)
support(Ma)
confidence(hh — /
Market Basket Optimisation: lift(h — k) = (h 2)
support(/l)




How Apriori Algorithm Works - Lift



How Apriori Algorithm Works - Lift




How Apriori Algorithm Works

Step 1: Set a minimum support and confidence

4

Step 2: Take all the subsets in transactions having higher support than minimum support

4

Step 3: Take all the rules of these subsets having higher confidence than minimum confidence

1

Step 4: Sort the rules by decreasing lift




Major ML supported
Languages

Python / R / Java / Scala / Spark / Julia / No Code

These language provide all necessary ML packages
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Hands-on



